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Effects of dynamic isolation for full virtualized RTOS and GPOS guests @h_“_.m

I [ o oo ]

HIGHLICHTS

& Weexamine ard analyze owa RTOS VM and a CPOS WM mteract and influence each other.
= ‘Weanalyze the explicit and mmplicit effects of dynamic isolation for vCPUs.

# The dynamic isolation shows low scheduling delay of BTOS and high throughpot of CROS.

« Al of the propased concepts are implemented on a full=8edged hypervisor.

ARTICLE INFOD ABSTRACT

Article history: Industrial systens currenty incude not only control processmg with real=time operating system
Received 14 May 2008 {RTOS) but also imformation processing with generalspurpose operating system (GPO5 ), Multicoresbased
HEH;::J:;TM virtualization is an attractive option to provide consalidated environment when GFOS and RTOS are put

1o service an a single hardware platform. Researches an thas technology have predomnantly focused on
the schedulabidity of BTOS virtual machines {Vids) by completely dedicated physical=CPLUs (pCPUs} but
hawe rarely considened paralielism or the throaghput of the CPOS_ However, it is also important that the
multicore=based hypervisor adaptively selects pCPU assignment policy to efficienthy manage resources in

Accepieid 17 December 2018
Asadlahile onlire I3 December 2016

::m winuakzarien mdern imdustrial systems. In this paper, we report ouar stud yonthe effects of dynamic isalation when twao
Dymamic isolarion mixed criticality systems are working on one platform. Based an oor imvestigation of matual interferenoes
Mixed crincaliny syseem between RTOS Vids and GPOS Whis, we found explicit efecs of dynamic isokation by special events. Whale
WP scheduling maintamning bow RT0S ViMs scheduling latenicy. a hypervisor should manage pCPUs assigrment by events
Fraall varmuiali ration driven and threshold-hased strategies to improve the throughput of CPOS WMs. Farthermore, we deal
with implicit negative effects of dymamic solation caused by the smdhronization nside a CPOS Y,
then propose a process of urgent boosting with dynamic isolation. All our methods are implemented m
a real hypervisor, KV In experimental evaluation with benchmarks and an automotive digital chaster
applicatson, we anatyred that propoz=d dynamic isolation gaorantees soft realstime aperations for KT0S

tasks while improving the throughput of CPOS tasks on a virtnadized multicore system.
O 2016 Elsewvier BY. All nights reserved.
L Introduction quality and service. This trend has also increased the number and

volume of electnonic units, as well as thelr power requirements.

Traditional industrial computers consist of control processing Thus, the job of software mow Indudes not only hardware
software for simple missions. In recent years, (ndustrial systems control but also information processing for sensing devices. In
[eg., consumer electronics, autpmobibe, aeronautic Sectors, smart general, real-time operaring systemns. [RTOS) are used as control
phone, factory automation: and grid computing] have been processing software, since s rasks are maosthy time-cratical,
launched with more powerful devices, o interface to mose whereas |nformatbon processing software can be wrimen on
networks and sensing devices. Moreover, a larger variety of top of general purpose operating systems (GPOS) 1o maximize
application software is now required, with different bevels of  throughput Those systems can be consolidated into a single
system by multicore hardware and virtualization techniques_Same

research can be found in indusirial domains that require RTOS

and GPOS applications to be simultaneously exeouted on a singhe
mltcore-based virualized plarform | 1,2 | As illuserated in Fig. 1,
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Fig 18 Effect of dynamic isolaten {frame rare oo T0S ¥ and execution tme on
GRS WML

quality of senace (o5 or SLA From the viewpomt of KTOS, if
the worst case execution ome (MICET) can be safely guaranresed
i a virmalized environment, the RTOS-reserved resources can be
further exploited by GPOS »CPUs within the limit of the WCET of
each RTOS task, althaugh it might depend on clicumstances. In
our experiment about the automotive dizital cluster, we kdentified
a threshold value where rendering frame rate change became
significant in soft real-time level Therefore, fine-tuning for SLA or
Qo 18 necessary dependingon bow much latency s required by the
application If our approach is applied to real induserial systems.

In practice, Fiz 15 shows that the scheduling latency value
of ATOS was higher with the application sredamcluster on the
GPDS in contrast with results of other applications. This symifies
that the behavior of applications ts related o scheduling delay.
In future works therefore, we will seek to dynamically analyze
the behavioral characteristics and workload of applications and
astempt o xpply 1o hy pervisors the proposed techniques according
w the type of varous gven missions, scenarios and system
performance,

7. Related work

The domain of virealization Il varbous systems increasingly
incorporates the simultanesus ruaning of GPOS and BTOS on one
hardware platform [1,2.5,5,36-338]. Ma et al. [5], Kiszka [6], and
Katharina et al. [37] mvestigated configurations for running these
mwio [ypes of operating systems in KM vimualized environments
KW is 3 TYPE-I fully virmualized open-source hypenvisor, and it
s based on the Wnux kernel module and the QEMU framework.
The CPMU on KVM s hardware-assisted, and 1JO devices are
wirtalized using the emulation features on QEML. Occasonally,
para-virtualization via the VirdD driver is used for performance
reasons. in KVM, the wCPLF bs implemented as & thread The data
structuge in Limix kermel can be accessed to change its scheduling
policy and priotity. S0, previous studies sought ways Do protect

muslthoore resowrces reserved for RTOS by means of priontization,
CPU shipdding. and wvterrupt affinity when HTOS VMs and GPOS
Wil were sharing a hardware platforme However, they took
account of guaranteeing only the real-time executeon of ETOS tasks
and exchuded performance of GPOS tasks.

A few works exisr that loaked at environments in which a
GPOS and an RTOS were sharing a hardware platform |8.5,36]. In
thelr scenarios, the hypervisor allowed execution of GPOS tasks
only If the state of the RTOS was ke, to minimize any negative
effeces on the RTOS VM by the GPOS. In particalar, Nakajima
er al [36] stpulated that the scheduling Ltency of BTOS needs
to be minimized and the throwghpur of GPOS maximized for
the purposes of investigations and introduced a virtualization
Layer for emmbedded systems called SPUMONE. In SPUMONE, the
GPOS allows sharing ATOS-reserved cores when the state of RTOS
I5 idie. Owr proposed dyramic isolation method s similar o
them. Howewver, SPUMONE should share the host kerel with
Its RTOS VM in privileged mode, analogous 1o the multi-kerne
approach. Moreover, implementation of SPUMONE necessarily
involves modificaon to the source codes in the guest and host
operating systems, thus this & specific to thelr own design. The
CPU migration strategy of SPUMONE is made possilile as the
imnards of the guest are ransparent onky o their kypenisos. Also,
SPUMONE |29] mitigated the LHP with CPU migration, but this
solution bs available i che rernal states of the guest operating
systems are visible fo the hypervisor. This s not an svallable option
for general cases and the approaches cannot be easily applied w
well-known open source hypenisos.

Our work feouses on looking ar the general types of mutual
Influences between FTOS awd GPOS i a well-known open source
hypervisor, and proposes ways oo lmprove resource effsciency
while the scheduling Latency of RTOS & kept with minimal
negative Influences against shared GPOS VM. Moregwer, we
analyzred the hidden cost caused by wirtual IM and LHP due
o synchronizaton bepween vOPUS and further proposed wrgent
boosting with dynamic isolation: This techngue was considened
not only with dynamic isolarson, but ao with vCPU co-scheduling
technigue, and solves the problems all together.

B. Condusion

In this paper, we treated [ssues that coold arse in the
operation of multicore-based hypervisors far industrial sysrems
and suggested feasible solurions for them. Based on our analysis,
dynamic isolation can improve the throughpur of the GPOS while
avolding the high scheduling Latemey of the KTOS wien an RTOS
and a GPOS are put in service on one hardware pladform with a
virmualizamon Liyer. Appropriate factors to solate RTOS YMs and
GPOS VMs were determined with just the restricted set of data
available by a virualizathon Layer.

Alse, we verified thar dynamec isolation method indirectly
addresses the hidden cost of virual IPls and LHPs while running
muli-threaded applications on a viralizanion environment.
Thas, wirh co-seheduling and dynamic isolation methods applied
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simultaneously, performance of the mixed system significantly |20} Resd-zime linux cyclicrest ropfirowikikemelongiindec phiCycliceess {ac-
Improved. All works were impiemented in a weil-known open cessed on 2410 IEY
spurce hypervisor, KVNL P
In addition, the discussion sectan treats hmitations of this re-
search and areas of applecation for the future works. Nevertheless,
our research introduced novel work to explore and achleved im-
proversents (n the operanon of YMs in 3 multicore-based virnwal-
lzarion system with a KTOS and 3 GPOS runming simultaneously.
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